Mabh 1&¥% ¥

Thursday, 20 January 2022

Warm-up: Linear combinations.
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Lask Fime: Linear combinakions

A linear combination of some vectors is any sum of scalar multiples of
those vectors.

o In symbols, u is a linear combination of v and W if

—

u=sv+tw
for some numbers s, 7.

 For more vectors, u is a linear combination of v, V5,..., v If
— —> —> —>
U =SV +5HV, + - +8V,
for some numbers (scalars) s, ...,S,.
— —
o For one vector, u is a linear combination of V if u = sV
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Any system of linear equations can be written as

—

Adx=b.

coefficients j right-hand side
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o If A is square (same # of rows and cols) and det(A) # 0, then the
inverse matrix A ~! exists and the system has exactly one solution:

W =A"Th

If A is square but det(A) = 0, the system has either O or infinitely
/| many solutions.

If A is not square, there is no determinant or inverse.
rank(A) will help us determine the
number of solubions in these cases.



The rank of a matrix is the maximum number of linearly independent rows.

o Remember that a set of vectors is linearly independent if no vector is
a linear combination of the others.

o Remember that a linear combination of vectors is any sum of scalar
multiples of the vectors: a v 4+ bw + -

max. # of lin. indep. rows = max. # of lin. indep. columns
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An n X m matrix can have rank at most min(n, m).
An n X m matrix is called if its rank is equal to min(n, m).



The rank of a matrix is the maximum number of linearly independent rows

(and also the maximum number of linearly independent columns—these
will always be the same number!).
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The rank of a matrix is the maximum number of linearly independent rows

(and also the maximum number of linearly independent columns—these
will always be the same number!).
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Rahk as amount oﬂf information

{—x+ o Bl i
has rank 1 |/
s [-~1 1 1]
T+ 1o L
i has rank 2
-x+ y=1 Ehey
0O T
A . g
x+3y=3 V

has rank 2 also



Rank as amount of information

x ¥y -tz =8 Can we say
{x+y = &wj%ki;v@ about
X + Yy = 32 ¢
1 sl e
) = —3X = Sy =22 = -1
[1 130 3] 3x - 3y - 3z %

has rawnlke 2 4%+ dg.oj = 12

X + v - g =



Rank as amount of information
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has rank 2 1 1 -3 =6

also has ranike 2



Rank as amount of information
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Rank as amount of information
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For a system A X = b the matrix A is called the “coefficient matrix”.

The augmented matrix for the system is the matrix formed by adding
column b to the matrix A. We write [A‘ [9] for this matrix.

, Often wriktten
o Example: For the system "

4x+9y =6
2y +3z=0

with a | before

Fhe Last columin,
we have

A= [421 Z] and [A|D| = lg



A MS wAe V\& d A OL& ¥ Lx

For a system AN = b the matrix A is called the “coefficient matrix”.

The augmented matrix for the system is the matrix formed by adding
column b to the matrix A. We write [A‘ b] for this matrix.

The Rouche—Capelli Theorem

—

The system A X = b is consistent if and only if

rank(A) = rank([A | b ]). If it is consistent, the collection of all solutions
has dimension n — rank(A), where n is the number of variables.




A ugme mked wakrix

The Rouche—Capelli Theorem

—

The system A X = b is consistent if and only if

rank(A) = rank([A | D ]). If it is consistent, the collection of all solutions
has dimension n — rank(A), where n is the number of variables.

O




X 1%1
x+2y+ T7z=6
X + z=4

12x+7y+18z2=9

The coeff. and augmented watbrices have the same ranlk,
so the system does have at least one solution. The space
of all solutions has dimension

(# cwf variables) - (rank c:-af A = 3 -3 = o,
so the set of solutions is just one point.



X 2.
dx+2y+ Tz=6

X +i
12x+7y+192=9

The coefficient and augmented matrices have different
ranks, so there are no solutions to the svs%em‘



The coeff. and augmented watbrices have the same ranlk,
so the system does have at least one solution. The space
of all solutions has dimension

(# cwf variables) - (rank c:-af A= 3-2=1,
so the seb c:wf solubtions is a LINE in 3D space.
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How can we describe the solutions nicely when there are infinitely many?

A free variable is a variable whose value can be set to anything when
describing solutions to a system.

o If n — rank(A) = d, we have d free variables.
o We can choose which of the variables are free.



X 3 Agaiin

Sx+2y+ 7z=10 rank{A) = 2
X o rank(Alb) = 2
12x + 7y + 19z = 13 (# of vars)-ranik(A) = 1

We kihow we have @.xacﬂv one free variable,
We can pick any one of x or y or =z for that variable.

Wikth x free, all solutions look Llike (x, x-9, 4-x)



Rank and debermiunank

Sx+2y+ Tz=06 e deb(A) %= ©
3 e Al D T 1 rank(A) = 3
12x+ 7y + 18z =9 12 7 1¥| wn-rank{A) = ©

X =
12x+7y +192=9 T ey dek(A)

NP AE A S v LU ASTY . Al > i
5 k=4 12 7 10| LTBERLA)E"2
12x+ 7y + 19z = 13

For an n X n matrix A, det(A) = 0 if and only if rank(A) < n.
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Using what we know about determinant, rank, etc., what can we say
about a square system where the right-side has only zeros?

dx + 7 =kl
2x+2y+3z=10
—38x+2y+ z=0

o (x,v,2) = (0,0,0) is definitely a solution.

o In order to have any other solution, the coefficient matrix must have a
determinant of 0.

o In that case there will be infinitely many solutions (the set of all
solutions will form a line or a plane in 3D space).



Right-hand side zeros

Using what we know about determinant, rank, etc., what can we say
about a square system where the right-side has only zeros?

@ There is at least one solution: all variables could be O.
As a vector, thisis x = [x,y,..] = 0.

o (Can there be other solutions?

— —

if M x = O has solutions other than x = 0, then det(M) = 0.

PR, B .




Transformations

There are many other applications of matrices besides systems of
equations. One of the most common is visual “transformations”:

Ahew a bl |*Yold

Ynew c d| |Yold

86. For cach of the points P, through P;, calcu-

late /
1 1/2
I __ :
[t ]
(For example, for P{ = [LY2][3] = [1])
Plot the points P, ..., P; on a new grid.

Connect P/ — P, — P} — P; with line
segments, and connect Pr — Py — P.

Congratulations. You can write italic.




Transformations

There are many other applications of matrices besides systems of
equations. One of the most common is visual “transformations”:

Anew e a bl |*old
new c d| |Youd |

? Z] moves points around.

o Could there be a point that doesn’t move?

Multiplying by a matrix |

o Could there be a collection of points that, after moveming each point in
it, Is still the same collection?

o Answers: Yes, but if one point (other than the origin) is fixed then so
IS an entire line containing it.



Elgenve ctors and

For a square matrix A, if we have
AN =7

—
for some number A and some vector v % (O then

ES envalues

o the vector v is called an of A, and
o the number A is called an eigenvalue of A.

Note that if V" is an eigenvector, any scalar multiple of V" will also be an
eigenvector.



Finding

eLgenva Llues

How could we find the eigenvalues of [? ;L] ?

We want h gl [;] — )\[;] for some x,v,)\q

ﬁx*‘le-v = AX (6-\)x + 4-3 —
So and so
x+33 = )\3 x.,.(@.ﬂ)\)j .

b If MX = 0 has solutions other than X¥'= 0, then det(M) =

For this sys%&m to have solutions obther thain (x,j) = (0 0),

we must have det(|“70 # |) = (6=A)(3-1) - .

Paijmmﬁi '" = 0
gives usiA =2 or A ="



Finding

The system

&
Y A v } vl
Y

(a — A)x + by =0
{ cx+(d—-—A)y=0

—

a— A b
C d— /A

has a non-zero solution exactly when det l

In general (including for larger square matrices),
the eigenvalues of A are the values of A for which det(A — A1) = 0.

Here [ is the identity matrix of the same dimensions as A.



The eigenvalues of A are the values of A for which det(A — Al) = 0.

Algebra proof: if AV = AV for some vV # E)then

AV = 1 (V)
AV —(DV = 0
A-IDV =0

det(A — A1) =0



Knowing '/ is an eigenvalue, how do we find the eigenvectors of l? ;L]

associated to /?

& 4[x] _ ,[x ?
We want [& 41|51 = 7(3| for some xy
67‘\"‘”4’3 = 7% - A 4—3 = 0
ple and so ‘
xrdy = 7y x=4y = 0

This system has one free variable. All solutions are of
the form (x, x/4), so any scalar mulkiple of [1, 1/4] is
al eigenvector.
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Knowing that '/ is an eigenvalue of [? ;1 - we get that if V is any scalar
multiple of [1/4] then [1 3] V-7 ST

Similarly, eigenvalue 2 leads to scalar multiples of [ 11].

£

¢ We can say, [ 1 ] and [ : ] are the eigenvectors of [1 ;

1/4 —1

o But we can really use any scalar multiples. So we could also say

2 H and [_29] are the eigenvectors of [6 .

1 70 ) 3] and be equally correct.



